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	Chapter 2:

Foundations and Technologies for Decision Making




Learning Objectives for Chapter 2
1. Understand the conceptual foundations of decision making

2. Understand Simon’s four phases of decision making: intelligence, design, choice, and implementation

3. Understand the essential definition of DSS
4. Understand important DSS classifications
5. Learn how DSS support for decision making can be provided in practice

6. Understand DSS components and how they integrate 
CHAPTER OVERVIEW
Our major focus in this book is the support of decision making through computer-based information systems. The purpose of this chapter is to describe the conceptual foundations of decision making and how decision support is provided. This chapter includes the following sections:

CHAPTER OUTLINE

2.1 
OPENING VIGNETTE: DECISION MODELING AT HP USING SPREADSHEETS



(
Questions for the Opening Vignette


A.
What we can learn from this vignette
2.2 
DECISION MAKING: Introduction and definitions


A.
Characteristics of decision making


B.
A working definition of decision making

C. Decision-Making Disciplines

D. Decision Style and Decision Makers


1.
Decision Style



2.
Decision Makers



(
Section 2.2 Review Questions

2.3 
phases of the decision-making process



(
Section 2.3 Review Questions

2.4 
Decision making: The intelligence phase


A.
Problem (or opportunity) identification
(
Application Case 2.1: Making Elevators Go Faster!

B.
Problem classification


C.
Problem decomposition


D.
Problem ownership




(
Section 2.4 Review Questions

2.5 
Decision making: The design phase


A.
MODELS

B.
MATHEMATICAL (QUANTITATIVE) MODELS

C.
THE BENEFITS OF MODELS

D.
Selection of a principle of choice
(
Technology Insights 2.1: The Difference Between a Criterion and a Constraint

E.
Normative models

F.
Suboptimization


G.
Descriptive models


H.
Good enough or satisficing


I.
Developing (generating) alternatives


J.
Measuring outcomes

K.
Risk


L.
Scenarios


M.
Possible scenarios


N.
Errors in decision making




(
Section 2.5 Review Questions

2.6 
Decision making: The choice phase



(
Section 2.6 Review Questions

2.7 
Decision making: The implementation phase



(
Section 2.7 Review Questions

2.8 
how decisions are supported


A.
Support for the Intelligence phase

B.
Support for the Design phase


C.
Support for the Choice phase


D.
Support for the Implementation phase



(
Section 2.8 Review Questions

2.9 
Decision SUPPORT SYSTEMS: CAPABILITIES


A.
A DSS APPLICATION




(
Section 2.9 Review Questions

2.10 
DSS CLASSIFICATIONS


A.
THE AIS SIGDSS CLASSIFICATION FOR DSS




1.
Communications-driven and Group DSS




2.
Data-driven DSS




3.
Document-driven DSS

4.
Knowledge-driven DSS, Data Mining, and Management Expert Systems Applications

5.
Model-driven DSS

6.
Compound DSS


B.
OTHER DSS CATEGORIES




1.
Institutional and Ad Hoc DSS


C.
CUSTOM-MADE SYSTEMS VERSUS READY-MADE SYSTEMS



(
Section 2.10 Review Questions

2.11 
COMPONENTS OF DECISION SUPPORT SYSTEMS


A.
THE DATA MANAGEMENT SUBSYSTEM

(
Application Case 2.2: Station Casinos Wins by Building Customer Relationships Using Its Data


B.
THE MODEL MANAGEMENT SUBSYSTEM

(
Application Case 2.3: SNAP DSS Helps OneNet Make Telecommunications Rate Decisions


C.
THE USER INTERFACE SUBSYSTEM


D.
THE KNOWLEDGE-BASED MANAGEMENT SUBSYSTEM

(
Application Case 2.4: From a Game Winner to a Doctor!

(
Technology Insights 2.2: Next Generation of Input Devices
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TEACHING TIPS/ADDITIONAL INFORMATION (  (  (  (  (  (  (  (

This chapter has two major themes: (a) how decisions are made, and (b) how the decision-making process (and hence the people who make them) can be supported.

Decision making is the subject of Section 2.2 through 2.7. Support is covered in Sections 2.8 through 2.11. (Section 2.1, the introductory vignette, applies equally to both.) So, the text covers decision making first, and follows it with decision support. Some instructors may prefer to weave in topics of support with topics of decision making, especially when covering the intelligence, design, and choice phases.

It is important to stress the relevance of decision-making methods to DSS/BI in covering this chapter. The key reason is in the word “support” in the term DSS. We are discussing systems that support people who make decisions, not systems that make decisions on their own. People who make business decisions are often high enough in the organization to have choices as to how they make their decisions, so it is important to support decision-making methods and styles that they are willing to use.

One way to view this area is to consider the decision-making system as a whole as consisting of human and automated subsystems. Inputs to the overall system are external and internal (as seen by the organization) data sources and decision requirements. Output is a decision. Internally, the two subsystems communicate in a manner determined by the designers and developers of the automated subsystem. If this is not a suitable interface for the human subsystem, the overall decision-making system will not work well. DSS/BI system designers must see themselves as subsystem designers, where they have limited control over the other major subsystem in the system they are working on, and where they must not suboptimize the automated subsystem at the expense of the overall system. (Suboptimization is covered in this chapter too, in Section 2.5.)

Understanding the phases of decision making is important in developing automated support, as the kind of support needed depends on the decision phase. Teachers should recognize that this subject is taught in several places in the typical business school curriculum, not always from the same point of view. Some instructors draw a strong distinction between decision making and problem solving, whereas this book considers them nearly equivalent. Some instructors consider monitoring to be a fifth phase of the process, whereas this book considers it as the intelligence phase applied to the implementation phase. It is not necessary to be dogmatic about one version of the phases versus another. It can help, however, to determine where else these concepts are taught at your institution and how they are approached there. You may also want to relate Simon’s phases with the typical steps of the SDLC process of systems development.
In Section 2.10, this book groups simulation models and other types of mathematical models, such as linear programming, as “mathematical (quantitative) models.” Students may have been taught a distinction between the two in other courses such as operations management. You may want to recognize this as being beyond the level of breakdown needed for the purpose of this chapter, but at the same time as valid when a finer classification of models is required. 

Section 2.8, “How Decisions Are Supported,” gives a wide range of support possibilities for each phase. In teaching this section, which is critical to students’ careers because it tells them what to look for in specific situations, it can help to add perspective to the lists in each subsection by indicating which of the listed tools are more important in each phase, which are less so. For example, expert systems are listed as being able to support all four of the decision phases. Although this is correct, you can add perspective by pointing out (in this case) that they are most useful in the choice phase, secondarily in design and implementation, and relatively less useful in the intelligence stage of a decision.

Finally, students may have to be reminded (or told for the first time!) that “criterion” is a singular noun whose plural is “criteria.” Saying “The single most important decision criteria is …” is incorrect. Since managers may obtain subconscious clues to a junior staff member’s or job applicant’s competence from his or her ability to use business terms correctly, it’s important for them to learn correct usage when this term comes up in Section 2.5.
ANSWERS TO END OF SECTION REVIEW QUESTIONS(  (  (  (  (  (  
Section 2.1 Review Questions
1.
What are some of the key questions to be asked in supporting decision making through DSS?
· Will analytics solve the problem? 
· Can an existing tool be leveraged?

· Is a tool needed?
2. 
What guidelines can be learned from this vignette about developing DSS?
· Before building a model, decision makers should develop a good understanding of the problem that needs to be addressed.
· Coming up with nonmodeling solutions is important because if the problem is due to conflicting priorities, or the misalignment of incentives or unclear lines of authority or plans, then no DSS can help support the decision.
· A model many not be necessary to address the problem.

· Before developing a new tool, decision makers should explore reuse of existing tools.

· The goal of model building is to gain better insight into the problem, not just to generate more numbers.

3. 
What lessons should be kept in mind for successful model implementation?

· Implementation plans should be developed along with the model. Successful implementation results in solving the real problem. 
· Including the end users in the development process enhances the decision makers’ analytical knowledge and capabilities. And by working together, their knowledge and skills complement each other in the final solution and the success of the implementation.
Section 2.2 Review Questions
1. What are the various aspects of decision making?
Aspects of decision making that are important to understand if we are to develop effective computer support include the following:

· characteristics of decision making, such as groupthink, experimentation, and information overload
· decision styles of the decision makers

· objectives of the decision makers

· supporting disciplines, styles, and how they relate to the personal characteristics of the decision maker, and the nature of group involvement in the decision (if any)
· rationality of the decision maker. A decision maker should not simply apply IT tools blindly. Rather, the decision maker gets support through a rational approach that simplifies reality and provides a relatively quick and inexpensive means of considering various alternative courses of action to arrive at the best or a good solution to the problem.
2. Identify similarities and differences between individual and group decision making.
· Individual decision makers need access to data and to experts who can provide advice, while groups additionally need collaboration tools.

· There are often conflicting objectives in a group decision-making setting, but not in an individual setting.

· Groups can be of variable size and may include people from different departments or from different organizations. Collaborating individuals may therefore have different cognitive styles, personality types, and decision styles. Some clash, whereas others are mutually enhancing.

· Consensus can be a difficult political problem in group decision making which is not a problem in individual decision making. 
For these and similar reasons, group decision making can be more complicated than individual decision making. 

3. Define decision style and describe why it is important to consider in the decision-making process.
Decision style is the manner in which a decision maker thinks and reacts to problems. It is important to consider it because different decision styles require different types of support.
4.       What are the benefits of mathematical models?

They help with many problems faced by decision makers. Mathematical models can be used for what-if analysis, group decision-making, and quickly collecting and analyzing large data sets. Such models enhance the effectiveness of decision making with imperfect and incomplete information. Different models can be applied to different decision styles. 

Section 2.3 Review Questions
1. List and briefly describe Simon’s four phases of decision making.

Simon’s four phases of decision making are intelligence, design, choice, and implementation.
Intelligence consists of gathering information by examining reality, then identifying and defining the problem. In this phase problem ownership should also be established. 
Design consists of determining alternatives and evaluating them. If the evaluation will require construction of a model, that is done in this phase as well. 
The choice phase consists of selecting a tentative solution and testing its validity. 
Implementation of the decision consists of putting the selected solution into effect. 
See Figure 2.1.
2. What are the impacts of the Web on the phases of decision making?

Simon’s phases of decision making (intelligence, design, choice, and implementation) apply to many areas, including Web application development. The Web application development framework involves some sort of system lifecycle, which includes all these phases. Of course, the Web provides a wealth of data (mostly unstructured) that can go into the intelligence phase of any decision process. Vendors and service providers operating on the Web also provide some tools that help with design, choice, and implementation tasks.
Section 2.4 Review Questions
1. What is the difference between a problem and its symptoms?

Problems arise out of dissatisfaction with the way things are going. It is the result of a difference or gap between what we desire and what is or is not happening. A symptom is how a problem manifests itself. 

A familiar personal example is a high temperature (symptom) and an illness (problem). It is necessary to diagnose and treat the underlying illness. Attempting to relieve the temperature works if the illness is one which the body’s defenses can cure, but, can be disastrous in other situations.

A business example: high prices (problem) and high unsold inventory level (symptom). Another is quality variance in a product (symptom) and poorly calibrated or worn-out manufacturing equipment (problem).
2. Why is it important to classify a problem?

Classifying a problem enables decision makers to use tools that have been developed to deal with problems in that category, perhaps even including a standard solution approach. 

3. What is meant by problem decomposition?

Problem decomposition means dividing a complex problem into subproblems. This helps solve the problem because the smaller subproblems may be simpler to solve; some of the smaller problems may be structured, facilitating their solution, even though the overall problem as a whole is not; solving the easy subproblems enables decision makers to focus their attention on the remaining difficult parts; and decomposition may facilitate communication among decision makers.
4. Why is establishing problem ownership so important in the decision-making process?

Problem ownership means having the authority, and taking the responsibility, of solving it. Lack of problem ownership means either that someone is not doing his or her job, or that the problem at hand has yet to be identified as belonging to anyone. In either case, it cannot be solved until someone owns it.
Section 2.5 Review Questions
1. Define optimization and contrast it with suboptimization.

Optimization refers to the “best.” (There is no such thing as “more” optimal!) To achieve it, all alternatives must be considered, and the optimal one must be the best. Suboptimization is the optimization of a subsystem, without considering its impacts on other parts of the overall system. What is optimal for a part of a system (or organization) may not be for the entire system (or organization).

For example, a student spending all 24 final exam study hours on DSS may give him/her the best possible grade in that course, but his/her overall average could be better served by studying six hours for each of four exams. The drop from A+ to B in the DSS course would be more than offset by the improvement from Ds to Bs and Cs in the other three.
2. Compare the normative and descriptive approaches to decision making.

Normative decision making uses models, or methods that have perhaps previously been derived from models that tell a decision maker what he or she should do. These prescriptive models are often developed by utilizing optimization methods. The technology of expert systems, which will be discussed later in the book but which students may have seen elsewhere, derives them from the “rules of thumb” used by recognized experts in the field of the decision.
Descriptive decision making uses models that tell a decision maker “what-if.” These are usually simulation models. 
3. Define rational decision making. What does it really mean to be a rational decision maker?

Rational decision making follows the economic assumptions of rationality. A rational decision maker exhibits certain assumed behaviors: (1) Humans are economic beings, whose objective is to maximize the attainment of goals; (2) for a decision-making situation, all viable alternative courses of action and their consequences, or at least the probability and the values of the consequences are known; and (3) decision makers have an order or preference that enables them to rank the desirability of all consequences of the analysis (best to worst).

Being a rational decision maker means making decisions according to these assumptions. 

4. Why do people exhibit bounded rationality when problem solving?

Humans in general have limitations that prevent us from being completely rational. We usually simplify things. Individuals’ evaluation scales for the costs and benefits of a decision may be nonlinear and may not follow those of the organization. (For example, a manager may see great personal benefit in not exceeding a budget by even $1, but very little benefit by coming under it by more than a minimal amount. The view from the executive suite would not have such a sharp cut-off. Economic utility theory addresses this area.) Also, individual characteristics may result in a restricted rationality. 

5. Define scenario. How is a scenario used in decision making?

A scenario is a statement of assumptions about the operating environment of a particular system in a given time. It describes the system's configurations. By changing scenarios and measuring the goal attainment level, it is possible to compare alternatives under different sets of conditions.
6. Some “errors” in decision making can be attributed to the notion of decision making from the gut. Explain what is meant by this and how such errors can happen.

In general, people have a tendency to measure uncertainty and risk badly. They tend to be overconfident and have an illusion of control in decision making. As a result, decisions in which some part of the future is unknown, which is true of most business decisions, are often made more optimistically than they should be.

In addition, those who decide “from the gut” often do not develop a clear picture of all the details and implications of a situation. This approach can save time if a decision maker’s intuition is attuned to a situation from extensive experience, but can lead to errors if it is applied to unfamiliar situations. An executive who has made successful “gut” decisions in the past may not even recognize that his or her experience does not apply to a new, but superficially similar, situation.
Section 2.6 Review Questions
1. Explain the difference between a principle of choice and the actual choice phase of decision making.

A principle of choice is a criterion used to describe the acceptability of a solution approach. In other words, it is a basis for deciding whether one approach or another is superior. A principle of choice is general: that is, it applies to many possible decision-making situations.

The choice phase of decision making uses one or more principles of choice, chosen during this decision phase or prior to it, to select an alternative in a specific situation.
2. Why do some people claim that the choice phase is the point in time when a decision is really made?

Because, in a sense, it is. The decision, choosing one of the available alternatives, is made during this stage. It is, therefore, easy to equate the two. 

However, the choice phase as the term is usually used covers more than this single point in time. It also includes the comparisons that lead up to it and the assessment of robustness and possible adverse consequences that may lead a decision maker to choose an alternative that is less desirable under ideal conditions but also less likely to lead to disaster in other circumstances. 
3. How can sensitivity analysis help in the choice phase?

Sensitivity analysis determines how an alternative responds to small changes in the input parameters. An alternative that appears best for the nominal set of parameters might produce far worse results for small changes in them. Another alternative, which might not be as attractive if all parameters have their nominal values, might be more robust—that is, it might not degrade as much if they depart from those values. It might therefore be a better choice in practice, since some statistical variation in these values is only to be expected.
Section 2.7 Review Questions
1. Define implementation.

Implementation is defined as the initiation of a new order of things, the introduction of change; putting a recommended solution to work.
2. How can a DSS support the implementation of a decision?

A DSS supports the implementation of a decision through communication, explanation, and justification. In a financial decision, for example, a DSS would include not only the detailed financial goals and cash needs for the near term, but would also provide the calculations, intermediate results, and statistics used to determine the aggregate figures. It also conveys to subordinates that the decision maker has thought through the assumptions behind as decision’s goals and is serious about their importance. Finally, it allows people to explain and justify their suggestions and opinions with graphical support.
Section 2.8 Review Questions
1. Describe how DSS/BI technologies and tools can aid in each phase of decision making.

Intelligence phase: The primary requirement of decision support for the intelligence phase is the ability to scan external and internal information sources for opportunities and problems and to interpret what the scanning discovers. Web tools and sources are extremely useful for environmental scanning. 

Decision support/business intelligence technologies can also help. (Automatic) data mining and (manual) online analytic processing support this phase by identifying relationships among activities and other factors. Geographic information systems (GIS) can be utilized either as stand alone or integrated with these systems, so that a decision maker can determine opportunities and problems in a spatial sense. 

Another aspect of identifying internal problems and opportunities is monitoring operations. Business activity monitoring, business process management, and product life-cycle management provide such capability. Routine and ad-hoc reports can also help: regular reports can be designed to assist in problem finding by comparing expectations with current and projected performance.
Design phase: This phase involves generating alternative courses of action, agreeing on choice criteria and their weights, and forecasting the consequences of various alternatives. Several of these activities can use standard models such as financial and forecasting models. Either standard or special models can generate alternatives for structured problems. OLAP and data mining software are useful in identifying relationships to use in such models. An expert system can assist with qualitative methods as well as with the expertise required in selecting quantitative analysis and forecasting models.

A knowledge management system, if available, can be consulted to determine whether such a problem has been encountered before, or if there are experts on hand to provide quick understanding and answers. CRM systems, revenue management systems, ERP, and SCM software are useful in providing models of business processes that can test assumptions and scenarios. If a problem requires brainstorming to help identify important issues and options, a group DSS may prove helpful.
Choice phase: In addition to providing models that rapidly identify a best or good-enough alternative, a DSS can support the choice phase through what-if and goal-seeking analyses. Different scenarios can be tested for the selected option to reinforce the final decision. A knowledge management system helps identify similar past experiences; CRM, ERP, and SCM systems can test the impact of each choice. If a group makes the decision, a group support system can provide support to lead to consensus.
Implementation phase: DSS can be used in implementation activities such as decision communication, explanation, and justification. Implementation phase DSS benefits are partly due to the vividness and detail of analyses and reports used for these purposes.

All phases of the decision-making process can be supported by improved communication by collaborative computing through GSS and KMS. Computerized systems can facilitate communication by helping people explain and justify their suggestions and opinions. 

Decision implementation can also be supported by expert systems. An ES can be used as an advisory system regarding implementation problems (such as handling resistance to change). Finally, an ES can provide training that may smooth the course of implementation.

Impacts along the value chain are typically identified by BAM, BPM, SCM, and ERP systems. CRM systems report and update internal records based on the impacts of the implementation. These inputs are then used to identify new problems and opportunities—a return to the intelligence phase.
(Note to graders: The text provides additional examples.) 

2. Describe how new technologies can provide decision-making support.

With the development of mobile commerce (m-commerce), more and more personal devices (personal digital assistants, cell phones, tablet computers, laptop computers) can access information sources, and users can respond to systems with information updates, collaboration efforts, and decisions. This can help salespeople, for example, to be more effective by accessing their CRM while on the road. Constant access to corporate data, inventory and otherwise, can only help them in their work. Wireless devices are taking on greater importance in the enterprise, generally by accessing specialized Web servers that provide data and communication directly to the m-commerce device.
Section 2.9 Review Questions
1.
List the key characteristics and capabilities of DSS.

These are shown in Figure 2.3, and amplified in the text below:

· Support for (mainly) semistructured and unstructured situations, combining human judgment with computerized information.

· Support for all managerial levels, from top executives to line managers.

· Support for individuals and groups.

· Support for interdependent and/or sequential decisions.

· Support all four decision-making phases: intelligence, design, choice, and implementation.

· Support variety of decision-making processes and styles.

· Users can add, delete, combine, change, or rearrange basic elements, or modify them to solve other, similar problems.

· User-friendly interface. (Most new DSS applications use Web-based interfaces.)

· Improves effectiveness of decision making (accuracy, timeliness, quality) rather than its efficiency. 

· Decision maker controls all steps of the decision-making process in solving a problem. 

· End users can develop and modify simple DSS by themselves; larger DSS require IS specialists.

· Models are generally utilized to enable experimenting with different strategies.

· Access to a variety of data sources, formats, and types, including GIS, multimedia, and object oriented.

· Used by an individual decision maker or distributed throughout one or more organizations.
2. 
Describe how providing support to a workgroup is different from providing support to group work. Explain why it is important to differentiate these concepts.

A workgroup often works on separate problems within its area of responsibility. For example, a claim processing workgroup in an insurance company may consist of several people who work on their assigned claims by themselves.

In group work, multiple people cooperate to solve the same problem. Insurance claims processing could be group work if handling a claim required the cooperation of policy analysts, medical experts, vehicle dynamics experts, legal experts, and others.
3. 
What kinds of DSS can end users develop in spreadsheets?
Simple ones—this reflects both the limitations of the spreadsheet as a DSS development tool and the limitations of the typical end user in developing complex information systems.
4. 
Why is it so important to include a model in a DSS?
The modeling capability of a DSS, which is what differentiates DSS from other MSS, is needed to enable experimenting with different decisions under different configurations and assumptions.
Section 2.10 Review Questions
1.
List the DSS classifications of the AIS SIGDSS.

· Communications-driven and group DSS (GSS)

· Data-driven DSS

· Document-driven DSS

· Knowledge-driven DSS, data mining, and management ES applications

· Model-driven DSS

· Compound DSS, hybrids that combine two or more of these categories
2. 
Define document-driven DSS.

A document-driven DSS relies on knowledge coding, analysis, search, and retrieval for decision support. This includes all text-based DSS and most KMS. Document-driven DSS have minimal emphasis on mathematical models.
3. 
List the capabilities of institutional DSS and ad hoc DSS.

An institutional DSS is planned and developed to handle a recurring decision. It must have the flexibility to deal with that decision in different manifestations, with different data, over time. Such DSS tend to be used at the managerial control and operational levels.

An ad hoc DSS is developed to handle a one-time problem. Such problems typically appear at the strategic and management control levels. Such a DSS need not have the same degree of flexibility as an institutional DSS to deal with variations in the problem. However, problems that were not expected to recur still often do so, or it turns out that the DSS is applicable to other problems as well.
4. 
Define the term ready-made DSS.

A ready-made DSS is a DSS software product designed to be used, with minimal modifications, by several organizations that have comparable decision-making needs. Such DSS are often designed for a specific industry (e.g., hospitals) or functional area (e.g., finance).
Section 2.11 Review Questions
(This section has no review questions.)
ANSWERS TO APPLICATION CASE QUESTIONS FOR DISCUSSION(  (  
Application Case 2.1: Making Elevators Go Faster!

(This application case has no discussion questions.)
Application Case 2.2: Stations Casinos Wins by Building Customer Relationships Using Its Data

1. 
Why is this decision support system classified as a data-focused DSS?
A major part of this system involves integration of data from over 500 data sources, incorporated in a Teradata data warehouse. This falls under the category of data-driven DSS. Cognos is a tool that provides OLAP cube functionality, which is another characteristic of data driven DSS systems.
2.
What were some of the benefits from implementing this solution?

Enhanced customer segmentation allowing for targeted marketing, reduced promotion costs, improved member retention, and increased profit.
Application Case 2.3: SNAP DSS Helps OneNet Make Telecommunications Rate Decisions

(This application case has no discussion questions.)

Application Case 2.4: From a Game Winner to a Doctor!

1. 
What is a cognitive system? How can it assist in real-time decision making?

A cognitive system is a knowledge-based DSS model that applies domain knowledge in a particular field (like medicine) and applies human-like reasoning processes, including natural language processing, hypothesis generation, and evidence-based machine learning to assist in problem solving. Watson is a cognitive system that utilizes many AI algorithms and techniques to support medical decision making. Such systems can provide quick answers to complex problems, whereas individual physicians don’t have the time to study all the relevant literature and obtain that level of knowledge.
2.
What is evidence-based decision making?

Evidenced-based decision making is a term often associated with current practices in medicine, and is contrasted with just making decisions based on tradition or conventional wisdom. It involves the use of scientific results and clinical trials, statistical analyses, cost-benefit models, and other DSS-relevant approaches. 
3. 
What is the role played by Watson in the discussion?
Watson brings the intelligence that made it such a daunting Jeopardy! contestant into the medical world by serving as a decision support system (Dr. Watson). Watson facilitates evidence-based support for its suggestions and provides a platform for physicians to look at a case from multiple perspectives. Watson also aids insurance providers in detecting fraudulent claims and protecting physicians from malpractice suits.
4.
Does Watson eliminate the need for human decision making?

No, Watson is used by physicians to support and improve their decision-making capabilities. In this sense, Watson is not operating as an automated decision system (ADS), but more of an expert system (ES). 
ANSWERS TO END OF CHAPTER QUESTIONS FOR DISCUSSION(  (  (  
1. Discuss the need to have decision systems between behavioural and scientific methods.

Putting decision systems in place, between behavioral and scientific methods, is important because these systems better mirror the human decision-making process, and the decision styles adopted by them.
2.         Discuss the complexity in including behavioural patterns into computerized systems.
Behavioural approach necessarily includes fuzzy elements and to aggregate them with rationale systems means to rationalise them to a certain extent, the more rationale the further away from behavioural biases.

3. Explain why decision makers, using the same decision-making process, might end up with 2 different decisions.
Two decision makers might end up with 2 different decisions, even though they might have used the same decision making process. This is probable if the problem has been stated differently by the decision makers. Even though they employ similar methods their conclusions will differ.
4. Present similarities and differences between Simon’s and Kepner-Tregoe methods.
XXX
5. Apply Simon’s four-phase model to the elevator application case (see Application Case 2.1).
XXX
6. Examine why the decomposition of a problem is one of the most important steps in decision making.
Decomposition implies creation of sub-problems almost like processes that can be better understood and tackled, one by one, to eventually solve a more holistic issue.
7. Appraise the maxim: “All models are wrong, some are useful.”
The maxim “All models are wrong, some are useful,” implies that when we start creating models that mimic reality, we start to leave out options and elements that, eventually, cannot render the exactness of reality. 
8. Develop an example illustrating satisficing and explain why this method is suboptimal, yet very useful.
Satisficing is basically a combination of satisfying with suffice.

An example of satisficing would be looking for a job, looking for a house, a software, and ERP system. Once we find one that fills the criteria set that we have in place, we select it. Otherwise the search would be too long and the perceived benefits would decline over time.

9. Examine why change is difficult to implement.
In decision making, one must not forget that in the attempt to rationalize decisions, the core element is human behavior. Hence, changes must be managed. Otherwise, resistance to change will occur; therefore, it impedes any attempt that is made to improve the systems. 
10. “The more data the better.” Assess the need to have equality data to feed decision making systems.
The phrase “Rubbish in. Rubbish out,” holds true in this case. It is more beneficial to have better filters in place to clean out unnecessary data points, which could impede the results.
11. Discuss the difference between data and information.
Essentially, data represents a series of statistics, graphs and unorganized facts that have been collected for a particular purpose. Data becomes information once it has been processed.
12. Identify the type of DSS your organization/university is using, and discuss the need to make it evolve towards another DSS.
Answer may vary. An example would be a document driven towards knowledge-driven for example.
13. Examine the difficulties to implement a new DSS over legacy systems.
Legacy systems need to keep operational during transition or have to be integrated within new DSS. There may be issues with data format, data structure, and communication between modules.

14. Examine why decision making processes need to be well understood in order to create a sound data management subsystem.
When ad-hoc solutions are being created, data structures need to reflect the need for data and information. Not only to present accurate reports but also to have the system synchronised with the organisation’s needs.

ANSWERS TO END OF CHAPTER APPLICATION CASE QUESTIONS(  (  
1. 
Explain why solving the empty container logistics problem contributes to cost savings for CSAV.
The container fleet of 700,000 is valued at $2 billion, second only to vessel fuel in terms of cost. Empty containers are wasted space, and reducing this has a large impact on spending and operational efficiency. 

2. 
What are some of the qualitative benefits of the optimization model for the empty container movements?

It allows system activities in all regional centers to be well coordinated while still maintaining operational flexibility and creativity. Forecasting errors were reduced with this model, allowing CSAV’s depot to maintain lower safety stocks. The generation of intelligent information from historical transactional data helped increase efficiency of operations. The MC Network Flow model helps optimize the repositioning of empty containers.
3. What are some of the key benefits of the forecasting model in the ECO system implemented by CSAV?
Reducing forecasting errors, allow for lower safety stock levels. 
4. Perform an online search to determine how other shipping companies handle the empty container problem. Do you think the ECO system would directly benefit those companies?

Many companies can be found on the Web with reference to the empty container problem. In addition to CSAV, a Google search finds: Magellan, Maersk, and TransBaltic (to name a few) as companies grappling with the empty container problem. Two big issues with empty containers are the cost (waste of space), and the problem of repositioning the empty containers on a ship.  Also, since containers are usually leased, this raises the question of which to keep on board. There are many web sources describing strategies, heuristics, and intelligent systems that tackle these complex problems, so ECO is part of an industry-wide effort in applying intelligent systems to the empty container problem.
5. Besides shipping logistics, can you think of any other domain where such a system would be useful in reducing cost?

Many industries and services include complex logistics, including problems of scheduling, inventory management, routing, and work flow. These problems often require managing limited resources of various kinds, with the danger that sometimes resources will be underutilized and other times overutilized. The models and reasoning algorithms of a system like ECO can be applied to these problems as well.
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